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Complex structures in generalized small worlds
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We propose a generalization of small world networks, in which the reconnection of links is governed by a
function that depends on the distance between the elements to be linked. An adequate choice of this function
lets us control the clusterization of the system. Control of the clusterization, in turn, allows the generation of
a wide variety of topologies.
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[. INTRODUCTION tionary growth of the network, those nodes with a higher
number of links are granted new links with the highest prob-
The concept of “small world” was introduced by Mil- ability. This process produces topologically different net-
gram[1] in order to describe the topological properties of works characterized by the site connectivity distributiai. (
social communities and relationships. Recently, a model ofn [4] three different topologies are shown: scale free net-
these has been introduced using what was called small worlorks wheres decays as a power law, broad scale networks,
(SW) networks[2]. In the original model of SW networks a With & behaving as a power law with a cutoff, and single
single parametep, running from 0 to 1, characterizes the scale networks, with5 having a fast decaying tail. On the
degree of disorder of the network, ranging from a regularother hand, irf5], in addition to the scale free networks, the
lattice to a completely random grap®l. The construction of ~case withs following an exponential decay is presented.
these networks starts from a regular, one-dimensional, peri- In the present work, we propose that the reconnection of a
odic lattice of N elements and coordination numbek 2 link be governed by a distributio® depending on the dis-
Then each of the sites is visited, rewirikgof its links with ~ tance between nodes instead of their “popularity.” By
probability p. Values ofp within the interval[ 0,1] produce a  changing the probability distributio® we can obtain topo-
continuous spectrum of small world networks. Note thég  logically different SW networks, displaying features such as,
the fraction of modified regular links. To characterize thefor example, the preservation of high clusterization with in-
topological properties of the small world networks two mag-creasing disorder. The clusterization is a statistical or mac-
nitudes are calculatd@®]. The first one) (p), measures the roscopic magnitude. By observing the microscopic properties
mean distance between any pair of elements in the networkf the networks a deeper knowledge of what happens is ac-
that is, the shortest path between two vertices, averaged ovétired.
all pairs of vertices. Thus, an ordered lattice Hag))

~N/K, while, for a random networkL(1)~In(N)/In(K). 1I. CONSTRUCTION PROCEDURE
The second oneC(p), measures the mean clustering of an ) _ ) )
element’s neighborhoodZ(p) is defined in the following As mentioned in the Introduction, we perform a generali-

way: Let us consider the elemeinthavingk; neighbors con-  Zation of the original SW network constructidd]. The
nected to it. We denote by (p) the number of neighbors of SW's we study are random networks built upon a topological
elementi that are neighbors among themselves, normalizeding With N vertices and coordination numbeK2Each link
to the value that this would have if all of them were con-connecting a vertex to a neighbor in the clockwise sense is
nected to one another; nameky(k; —1)/2. NowC(p) is the then rewired at random, yvith probab!lity_to anqther vertex
average, over the system, of the local clusterizatiggp). ~ Of the system, chosen with some criterion. With probability
Ordered lattices are highly clustered, wi@(0)~3/4, and (1—P) the original link is preserved. Self-connections and
random lattices are characterized By1)~K/N. Between Multiple connections are prohibited. With this procedure, we
these extremes small worlds are characterized by a shof@ve @ regular lattice g=0, and progressively random
length between elements, like random networks, and higfraphs forp>0. The long range links that appear at gmy
clusterization, like ordered ones. >0 trigger the small world phenomenon. pt=1 all the
Other procedures for developing social networks havéinks have been rewired, and the result is similafttmugh
been proposef#,5]. There, an evolving network is consid- Not exactly the same jaa completely random network. This
ered. The network grows by the addition of nodes and linksalgorithm should be used with caution, since it can produce
Each new link is added according to theciability or popu-  disconnected graphs. We have used only connected ones for

larity of the individual it connects to. That is, in the evolu- our analysis. Since links are neither destroyed nor created,
the resulting network has an average coordination number

2K equal to the initial one.
*Electronic address: kuperman@cab.cnea.gov.ar We propose to chose the end point of the reconnected
"Electronic address: abramson@cab.cnea.gov.ar links according to a probability distributio® (q) depending
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FIG. 1. Average clusterizatiof is displayed as a function of k
the rewiring probabilityp, and of the exponent, in the same plot.
Data are shown for three values pf(lines and symbols and for
three values ofm (line9), as indicated in the legendN=10°, m=0.1 p=0.9
K=10. 10 s R
0.00 0.01 0.10
on the topological distance between the two involved C

nodes in the regular networkefore any reconnection takes

place. The case with uniform probability is thus equivalent  FIG. 2. Connectivity vs clusterization for each element in the
to the Strogatz-Watts model. Other distributions may favorsystem.(@) m=0.1, p=0.2. () m=0.1, p=0.9. In both plotsN
connections with nearby or with faraway nodes. The values= 10°, K=10. Except points witte=0 (not shown for reasons of

of g run from 1 to the maximum distance allowed, namely,Scal8, all points are plotted.

N/2K. When the node is to be rewired(according to the

probability p) we choose at random one among all the nodescircles, we can go from low clusterization a~0 (uni-

at a certain distancq [taken with probability®(q)]. For  form distribution®) to high clusterization as grows. All
example, as we show below, by favoring reconnection withthe curves converge to the maximum clusterization wimen
nearby nodes, we can extend the intervapafalues where  approaches 1.

the small world behavior is found, preserving the regular = The other aspect of interest to be discussed is related to
lattice high clusterizatio€(p,®) asL(p,®) decreases. But, the internal structure of the resulting networks. In recent pa-
in addition to the macroscopic behavior of SW networks smers[4,5], it has been reported that different kinds of behav-
generated, it is of interest to explore their intrinsic structurejor can be found in the accumulated connectivity distribution

The results are discussed in the following section. of evolving networks. In the present model, as in Strogatz
and Watts’, the connectivity presents a well defined mean
III. NUMERICAL RESULTS AND DISCUSSION value, and an exponential decay at hlgh values. This differ-

ence is a consequence of the construction method. At the

As an example of a generalization in the spirit of thesame time, there is an interesting correlation between local
previous section, we introduce only one family of SW net-clusterization and connectivity values that is worth analyz-
works taking®oq~ ", with 0<m<1. The casen=0 gives  ing. In Fig. 2 we show a plot of the connectivity vs the
a uniform ®(q) and is equivalent to already known cases.clusterization of each element in the system. It can be ob-
Form=1 a nonintegrable divergence@t 0 limits the pos-  served that for each value of the connectivity there are ele-
sibility of having a normalized probability distribution. Let ments with widely different clusterization. This shows that a
us start with a study of the average clusterizat@{p,m). In  characterization of this kind of network in terms of the con-
Fig. 1, we show two groups of curveS(p,m) as a function nectivity alone is incomplete. It is remarkable that, at low
of the rewiring parametep for threem values is shown with  values ofp, for each value of the connectivity, dbr almost
lines. C(p,m) as a function ofm for three values op is  all) the allowed values o€ are present in the system. In
shown with lines and symbols. The system under study hasontrast, at high values gf, an emerging structure can be
N=10° elements ant&k = 10. We can see that asincreases observed. The elements fall into classes of clusterization.
the region of high clusterization moves toward higher value€ach class is characterized by a scale free relationship be-
of p. This means that the region in thesp=<1 interval tween connectivity and clusterization. This is apparent in
where SW networks can be found is enlarged. The are othd¥ig. 2(b), where each class is represented by the dots falling
relevant aspect derived from this fact that will be analyzedon straight lines in the log-log plot. In both plots, the occu-
later. This effect is much more evident in the second grougpied region is upper bounded by an envelope with power law
of curves,C(p,m) vs m. Moving along one of the curves, decay. That is, highly connected elements are restricted to a
which means fixing a value op, for example,p=0.5 range of low clusterizations, while low connected elements
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FIG. 3. Two small worlds with 30 elements akd=2. They
have the same degree of rewiring but differing distributédn(a)
p=0.5,m=0, C=0.11.(b) p=0.5,m=0.9, C=0.41.
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pf the _ng:twork_. In qualitative terms we see that the ngtwork 1000 o0l 02 03 04 05 o6 07 os
is partitioned into small subnetworks composed mainly of
elements of low connectivity, while the long distance con- C

nection between each subunit is accomplished by highly con-
nected(popular but otherwise low clusteredlements.

When analyzing the internal structures of the network
obtained we can see that several kinds of small world struc?
ture can arise. An example for small systemi¢=30, K

FIG. 5. Accumulated probability of finding an element with
é:lusterizationC or greater. Data are shown fon=0.1 and three
alues ofp, as indicated in the legentl= 10" andK = 10.

—2) and two kinds of structure is shown in Fig. 3. Both &N be controlled by the selection of the distributi®n Ex-
e amples of each case can be considered. In an evolving net-

correspond to the same value of the rewiring parampter : . X
— 0.5, meaning that approximately one-half of the links havework with strong attracting or leader nodes, a structure will

been reconnected. In Fig(l8 we can see an organization of develop 'showm.g centrahzaﬂon around these absorbing
the links in two levels: some of the rewired links have nodes without qhsplaylng subnetwork_ organization. _The In-
ternet structure is an example. The existence of providers and

formed local subnetworks of high clusterization, while some. ) . i .
others form connections between these structures. This is &€t determines nuc_leatlon of chents around th_e prlowders.
to the fact that the distributio® =q~°° favors links to near e same happens with the archltect.ure. of tension lines. On
vertces. In Fig. &, nstead i unform here s o prel- 11 SO, Ahen anavang the ook ke of smal pop.
erence in the reconnection process, and no local structur(!:r%emberS of the same familv. An extreme example is what is
are formed. Caséh) could, at first sight, be confused with an Y. . ; P

called the connected caveman world, in which people belong

m=0 network with a value op significantly lower than the to almost closed small social environments with only excep-
current 0.5. However, in that case, many fewer links woul ional connections amond them. Both examples canybe mgd-
have been rewired. The average clusterization would bé 9 ' P

- . L €led by taking® =q~ ™ with m~0 in the first case anth
around 0.5 instead of 0.4. In a system with significantly™ . . : .
greaterN and K, one would expect a hierarchical organiza- ~1 in the second. The central idea is that by choosing the

tion in the connectivity of subnetworks. This organization appropriate® it is possmle_ to mimic the particular inner
structure of the network of interest.

Let us now turn to the distribution of the clusterization in
the system. In Fig. 4 we show histograms of the values of the
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FIG. 4. Distribution of the local clusterization. Valuesrafand
p as indicated in the legends. In all ploté=10°, K=10. Except FIG. 6. Accumulated probability of finding an element with
points withc=0 (not shown for reasons of scalell points are  clusterizationC or greater. Data are shown far=0.99 and three
plotted. values ofp, as indicated in the legentl=10° andK = 10.
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individual clusterization in the system for four selected val-slower decay of) for growing p, appreciable as a change of
ues ofmandp. Each value of the local clusterization presentthe curvature in the logarithmic plots. The fact that
in the system(a discrete magnitudas represented by a dot, =q~%°° generates networks with many highly clustered ele-
at a height proportional to its frequency. We can observe thenents(independently op) can be seen in Fig. 6 as a plateau
effect of the parameters on the internal organization of thehat reaches high values 6f Even if the three distributions
clusterization of the network. The effect of the rewiripgs  in Fig. 6 decay in similar ways, they arise from distributions
different at different values af. It is interesting to observe P(C) as different as those shown in Fig.(Bottom row.
that each distribution is composed of a superposition oNote also in Figs. 5 and 6 that the effect oBathat favors
many branches. Each one of these comprises a number high clusterization can be seen even at such low levels of
elements of close clusterization. disorder ap=0.1. This can be appreciated by comparing the
We calculate now the cumulative probability distribution curves corresponding =0.1 in Figs. 5 and &full lines),
of clusterization Q(C)=EéP(C’), which represents the where the plateau iQ(C) shows that almost all the values
probability that an element has clusterizati©r greater. In  of clusterization are above 0.4 in the first case and above 0.7
Figs. 5 and 6 we show the accumulated clusteriza®dc) in the second.
for three values of the rewiring parameterFigure 5 corre- We have used® =q ™ as an example of a distribution
sponds to a slightly nonuniform distributign=q %! while  used to generate the rewiring. The present scheme is rather
Fig. 6 corresponds to a highly nonuniform distributi@h  flexible for producing a variety of clusterization distributions
=q~ % First, observéin either of the figuresthat different  and topologies, through the election of a proper distribution
values ofp produce different behaviors in the accumulated®. This fact may be relevant in the modeling of real net-
distribution. In Fig. 5 we haven=0.1. This slight departure works. At the present time several social phenomena have
from uniformity (Strogatz and Watts’ modelproduces a been modeled on the basis of a SW netwid@k8].
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